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http://www.youtube.com/watch?v=AuHS2OmrrXU&t=70
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● High level abstraction of biological nervous system
● Neuron = sum and activation function
● Synapse = multiplication with a constant
● Connectivity = Feedforward

What do we gain if we move a bit closer to 
biology?



C. elegans

● 1 mm long
● Transparent body
● 959 cells (adult)
● 95 muscle cells
● 302 neurons (non-spiking)
● ~8000 synapses
● Social behavior
● Learning
● Complex search behavior
● Multi-modal sensory processing



Connection model
[White et al. 1986, Cook et al. 2019]

● Sparsity
● Recurrency

Subset of the C. elegans connectome (Copyright Emmons Lab/wormwiring.org)

Neuron model
[Koch and Segev 1989, Wicks et al. 1996]

● Neuron membrane =  Capacitor
● Ion-channels





A closer look at the neuron model

Hasani*, Lechner*, Amini, Rus, Grosu. Liquid Time-constant Networks. AAAI , 2021
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Standard Recurrent 
Neural Network (RNN)
[Hopfield 1982]

Neural ODE
[Chen et al. NeurIPS 2018]

Liquid Time-Constant 
Network (LTC)

Continuous-time (CT) 
RNN
[Funahashi et al. 1993]

“Leaky-integrator” Conductance-based synapse model



Some properties of LTC

Theorem 1: “Time-constant” is bounded
   (i.e., in x(t)*g(x) the values of g(x) are bounded)

Theorem 2: The state of each neuron is bounded

Theorem 3: LTCs are universal approximator

Hasani*, Lechner*, Amini, Rus, Grosu. Liquid Time-constant Networks. AAAI , 2021



Trajectory length

● Empirical metric for modelling capacity [Raghu et al. 2017]

Hasani*, Lechner*, Amini, Rus, Grosu. Liquid Time-constant Networks. AAAI , 2021



Experiments

● Fully-connected (“all-to-all”) LTC
● Compare to baseline RNNs

[28] Hochreiter et al. 1997
[47] Rubanova et al. NeurIPS 2019
[6]   Chen et al. NeurIPS, 2018
[38] Moser et al. Arxiv, 2017

Hasani*, Lechner*, Amini, Rus, Grosu. Liquid Time-constant Networks. AAAI , 2021



Combining the LTC model with structured sparsity:

Neural Circuit Policies (NCP)

Lechner*, Hasani*, Amini, Henzinger, Rus, Grosu. Neural circuit policies enabling auditable autonomy. Nature Machine Intelligence, 2020



Experiment setup

● End-to-end autonomous driving
● Offline open-loop training (supervised learning)
● Online closed-loop test on real car

Lechner*, Hasani*, Amini, Henzinger, Rus, Grosu. Neural circuit policies enabling auditable autonomy. Nature Machine Intelligence, 2020



Experiment setup

Lechner*, Hasani*, Amini, Henzinger, Rus, Grosu. Neural circuit policies enabling auditable autonomy. Nature Machine Intelligence, 2020



http://www.youtube.com/watch?v=_W4JurLxhcw&t=45


https://docs.google.com/file/d/1xBs65qNjoqaw3TrHm5AA-IPPw0Ax4ylR/preview


Results

Lechner*, Hasani*, Amini, Henzinger, Rus, Grosu. Neural circuit policies enabling auditable autonomy. Nature Machine Intelligence, 2020



Saliency maps
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Saliency maps

Lechner*, Hasani*, Amini, Henzinger, Rus, Grosu. Neural circuit policies enabling auditable autonomy. Nature Machine Intelligence, 2020



Why did the NCP learn a more robust 
behavior?



Dynamical Causal Models (DCM) [Friston et al., 2003]
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Vorbach*, Hasani*, Amini, Lechner, Rus. Causal Navigation by Continuous-time Neural Networks. NeurIPS, 2021

● Bilinear approximation of a dynamical system
● Shown to learn causal structures of brain regions and sequential tasks 

[Breakspear, 2017, Ju and Bassett, 2020, Penny et al., 2005]

Proposition 1: LTCs are dynamical causal models
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Experiment setup

● Drone navigation
● Photorealistic simulation (Airsim)
● 3 tasks

Vorbach*, Hasani*, Amini, Lechner, Rus. Causal Navigation by Continuous-time Neural Networks. NeurIPS, 2021



Results

Vorbach*, Hasani*, Amini, Lechner, Rus. Causal Navigation by Continuous-time Neural Networks. NeurIPS, 2021



Attention maps

Vorbach*, Hasani*, Amini, Lechner, Rus. Causal Navigation by Continuous-time Neural Networks. NeurIPS, 2021



Summary

Neural Circuit 
Policies

Causal learning

Interpretability
Sparsity

Expressiveness

Efficiency


