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GeNN & EventProp

mlGeNN

• A SNN Simulator which can be run on conventional hardware.

• Can achieve state of the art performance

• EventProp Implementation, which takes advantage of sparse activities 

• Optimised memory usage

T. Nowotny, J. P. Turner, and J. C. Knight, “Loss shaping enhances exact gradient learning with EventProp in Spiking 

Neural Networks,” en, Jun. 2024.

T. C. Wunderlich and C. Pehle, “Event-based backpropagation can compute exact gradients for spiking neural 

networks,” Scientific Reports, vol. 11, no. 1, 2021



Datasets

B. Cramer, Y. Stradmann, J. Schemmel, and F. Zenke, “The Heidelberg Spiking Data Sets for the Systematic Evaluation of Spiking Neural Networks,” IEEE 

Transactions on Neural Networks and Learning Systems, pp. 1–14, 2022. DOI: 10.1109/TNNLS.2020.3044364.



Building the pipeline

NetX
(HDF5)

NxKernel

Lava was used for the development, 

https://github.com/genn-team/ml_genn_netx



GeNN vs Lava / NxKernel

𝐼 𝑡 + Δ𝑡 =  𝛼𝑠𝐼 𝑡 + 

𝑗

𝑤𝑖𝑗 𝑆𝑖(𝑡)

𝑉 𝑡 + Δ𝑡 =  𝛼𝑚𝑉 𝑡 + 1 − 𝛼𝑚 𝐼(𝑡 + 1)

𝐼 𝑡 + Δ𝑡 =  𝛼𝑠𝐼 𝑡 + 

𝑗

𝑤𝑖𝑗 𝑆𝑖(𝑡)

𝑉 𝑡 + Δ𝑡 =  𝛼𝑚𝑉 𝑡 +  𝐼(𝑡 + 1)

GeNN Lava / NxKernel

LIF Neuron Characteristics

• Weights to be scaled by 1 −  𝛼
• LIF voltage thresholds to be scaled

• Post Training Quantisation of weights (32bit to 8bit)



Results - Accuracy



Results - Energy

Loihi 2 vs Jetson (batch size of 128)

~24x lower total energy

~1,616x lower Energy Delayed Product

Loihi 2 vs Jetson (batch size of 1)

~315x lower total energy

~3,516x lower Energy Delayed Product



• Maintaining similar performance after conversion.

• A successful pipeline for training rSNN using EventProp in ml-GeNN to be deployed on Intel’s 

Loihi 2

• Future work intended to be being done on delays.

• Exploring more advanced quantised approaches.

Conclusion

A. Patino-Saucedo et al., “Hardware-aware training of models with synaptic delays for 

digital event-driven neuromorphic processors,” arXiv preprint arXiv:2404.10597, 2024.
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