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Making CNN more efficient on Digital Neuromorphic Processor
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Layer-by-layer CNN processing on GPU

If Neural States are too large for SRAM

Can we exploit sparse activation inputs?

Can we avoid intensive data movement and 
memory cost of neural states and activations?
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Xu, Yingfu, et al. "Optimizing event-based neural networks on digital neuromorphic architecture: a comprehensive design space exploration.“ 2024



Using Fully Convolutional Network for Event-based Object Detection

Wang, Shenqi, et al. "Sparse convolutional recurrent learning for efficient event-based neuromorphic object detection." In review, 2025.

We can deploy a fully convolutional network with event-driven 
depth-first convolution on neuromorphic processor

But how to make the activation events sparse?



Using Fully Convolutional Network for Event-based Object Detection

Wang, Shenqi, et al. "Sparse convolutional recurrent learning for efficient event-based neuromorphic object detection." In review, 2025.

❑ ReLU introduce sparsity

❑ Sparsity loss increase sparsity
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Using Fully Convolutional Network for Event-based Object Detection

Wang, Shenqi, et al. "Sparse convolutional recurrent learning for efficient event-based neuromorphic object detection." In review, 2025.

❑ Threshold introduce sparsity

❑ More than 92% sparsity

Is there still temporal learning with less than 10% of activation pass to next step?



Effectiveness of Sparse Convolutional Recurrent Learning

Less or no events when the relative speed of camera and objects reduces



Hardware Simulation Study on the SENECA Neuromorphic Processor

Tang, Guangzhi, et al. "Open the box of digital neuromorphic processor: Towards effective algorithm-hardware co-design." 2023.

Energy: Proportional to number of events

Latency: Related to memory efficiency as well
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Please visit our poster for 
more discussions
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