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Making CNN more efficient on Digital Neuromorphic Processor

Layer-by-layer CNN processing on GPU
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:! Can we exploit sparse activation inputs?
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Can we avoid intensive data movement and
memory cost of neural states and activations?
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Xu, Yingfu, et al. "Optimizing event-based neural networks on digital neuromorphic architecture: a comprehensive design space exploration.“ 2024



Using Fully Convolutional Network for Event-based Object Detection

Events Event-based Convolution Event-based Convolutional Recurrent SSD

.

We can deploy a fully convolutional network with event-driven

depth-first convolution on neuromorphic processor - RelU
- Conv-Rec
But how to make the activation events sparse? - Thresholding

Wang, Shenqi, et al. "Sparse convolutional recurrent learning for efficient event-based neuromorphic object detection.” In review, 2025.



Using Fully Convolutional Network for Event-based Object Detection

Events Event-based Convolution Event-based Convolutional Recurrent SSD

Sparse Residual Block

J ReLU introduce sparsity

) Sparsity loss increase sparsity

without with [IReLu
=) BV Sparsity - Conv-Rec
- Thresholding

Wang, Shenqi, et al. "Sparse convolutional recurrent learning for efficient event-based neuromorphic object detection.” In review, 2025.



Using Fully Convolutional Network for Event-based Object Detection

Events Event-based Convolution

J Threshold introduce sparsity
1 More than 92% sparsity

Is there still temporal learning with less than 10% of activation pass to next step?

Event-based Convolutional Recurrent

mg Thresholding

_/

- ReLU
- Conv-Rec

- Thresholding

Wang, Shenqi, et al. "Sparse convolutional recurrent learning for efficient event-based neuromorphic object detection.” In review, 2025.



Group-wise mAP

Effectiveness of Sparse Convolutional Recurrent Learning
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Hardware Simulation Study on the SENECA Neuromorphic Processor

[ 1o ‘ Single SENECA Core Event Integration Event Generation
MLD // Load State  3.7pJ || MLD // Load State ~ 3.7pJ
e = 2 MLD // Load Weight 3.7pJ || MLD // Load Bias 3.7pJ
MUL 1.4pJ | |MAX 1.2pJ
ADD 1.4pJ | |EVC (+1.1pJ/Event) 0.5pJ]
16 : MST // Store State  3.9pJ || MST // Store State ~ 3.9pJ
. Total 14.IpJ| | Total 13.0pJ
Brg Proportio 0 pDer oT e O Conv (2) O ResConvl (25) ([OResConv2 (12) ([ ResConv3(34)
_ _ @ ConvGRU1 (48) @ ConvGRU2 (60) @ ConvGRU3(57) @ SSD (16)
ate elated to ory e g
Recurrent Sparse Sparsity t ( Energy Latency) Memory Cores GSOp
Method Dimension  Recurrent Loss Unit (mJ) (ms) (Mb)
SEED 128 Yes Yes 3x GRU 39.3 21.6 90.8 236 2.75
256 Yes Yes 3x GRU 54.7 44.9 245.1 254 3.83
SEED 128 Yes No 3x GRU 68.1 44.0 90.8 256 4.79
(w/ ablations) 256 Yes No 3x GRU 80.9 81.43 245.1 254 5.69
256 No No 3x GRU ( 2843 240.1 )  226.1 234 20.1
RED 256 No No 5x LSTM 368.6 1077.3 404.1 343 26.1
(w/o SE) 256 No No 5x LSTM 368.6 40.7 404.1 1446 26.1

Tang, Guangzhi, et al. "Open the box of digital neuromorphic processor: Towards effective algorithm-hardware co-design." 2023.
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Efficient Event-based Neuromorphic Object Detection
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SENECA Neuromorphic Architecture [1]

Self-Driving Cars Robots Neuromorphic Computing develops “ﬂ
Cost 1000 W Cost 50W Energy Efficient Al systems inspired by the -

key computing paradigms of the brain

i P1: Event-based Computing

- It | ©  High activation sparsity
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e Core 1 Coe2 —
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CLLL 0ot IELLER - Instant data consumption | « i i i
10" neurons T8 heéiitons Bata ate P ! Scalable and flexible architecture design

10s of W 10s of MW |*_Near-memory computation |+ Event-driven depth first ion with P1 & P2

The Need of Temporal Learning for Event-based Object Detection Can Our Recurrent Learning Solve this?
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Many objects in the Prophesee’s 1 Mpx dataset has little instant event information

SEED - Sparse Event-driven Efficient Detector [2]

> >
&
Event-based Convolution Event-based Convolutional Recurrent

Instant Event Information Object Groups
[# Events / Bounding Box Size]

Suitable for Recurrent Units with Gating

Method mAP  GSOp  Param(M)
B eorsion SEED+GRU 449 383 13.9

SEED+MinimalRNN ~ 43.7 3.93 79

SEED+MGU 447 345 10.7

- Theesholding SEED+LSTM 40.1 4.16 15.9
Sparse convolutional recurrent for general gated recurrent units (GRU, MGU, LSTM ...)
* Extremely high activation sparsity for recurrent processing (>92% for all layers)

+ Two-stage sparsity-aware training with activation sparsity loss for fine-tuning

Event-based Object Detection with Minimal Computes Extend to Event-based Optical Flow [3]

+ Sparse computing to many recurrent units with gating
+ Simple gating designs work well with thresholding

T Mpx Genl Motion Emulate
ethod Network, WAP__GSOp | mAP__GSOp | ParaniM)
ASTMNet [10]  TACN+ComRectSSD | 483 7 106
SNN (1] Spiking DenseNetsSSD | - 2z 189 233 82
SpikeYOLO [12] Spiking+YOLOVS - - 404 231
RED (7] SENet+ConvLSTM: 430 261 | 00 2.1
RVT-B [13] Max ViT+| M+YOLOX 474 156 472 185
RVTS MaxViTsLSTM+YOLOX | 441 869 | 465 99
Ma MsYOLOX | 415 387 | 441 44
ECNN+EComGRUSSSD | #9383 | 33 132 9
ECNN+EComGRU+SSD | 441 275 | 445 099 48 an
VTR
. RE e 0]
. ontwo based object datasets (1 Mpx, Gen1) ~_cSLbvfma
+ Achieve -of-the object { in mAP + Extend our sparse recurrent learning with conditional computing
* Reduce number of synaptic operation >50% compared to efficient * Event-based optical flow prediction with sparse EV-FlowNet
network architecture design with vision transformer * Improve and sparsity on d based dataset
[1]Xu, Yingfu, et al. "Opt w it i ion.” 2024,
2] Wang, Shengi, et al. " In Review, 2025.
3] Wang, Shengi, and Tang, Guangzhi. g ision.” In Review, 2025.
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