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Reservoirs

… but does not scale

2

FORCE

… but very fast  
weight dynamicsSussillo, Abbot. Neuron (2009) 

FOLLOW

Gilra, Gerstner. eLife (2017) … but global error signals

BPTT & approx. (RFLO, RTRL)

Murray. eLife (2018) … but non-local

Learning in recurrent neural networks is challenging

Lukoševičius et al., 2009



Structure in the connectivity

● Somato-somatic connections 

● Sparse & fixed scaffold 

● Somato-dendritic connections 

● Dense & learned 

● All connections associated with 
delays
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Structure in the neurons

● Dendrite (Current based input) 
 

● Soma (Conductance based input) 
 
 

● Local error correcting learning rule

Urbanczik & Senn 2014
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The ELiSe model

Urbanczik & Senn 2014
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Learning to play Für Elise
Early During After
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Network recovers from disruption
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ELiSe

● Pre-print 

● Capo-caccia workshop

Walter Senn Mihai A. Petrovici 

Kristin Völk Laura Kriener 

Federico Benitez 

The team
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Behaviour arises out of complex sequences of neural activity.
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