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Neuromorphic Computing
Subproject 9 of the HBP

Subproject Leader: Steve Furber
Deputy Leader: Johannes Schemmel

• Neuromorphic Machines• Algorithms and Architectures forNeuromorphic Computing• Theory• Applications



The HBP Neuromorphic Computing StrategyNext generation of NMC is more biology driven
1st generation SpiNNaker-1 Machine

Many-core system1 Million ARM coresReal-time simulator

1st generation BrainScaleS-1 Machine
Physical model system4M neurons, 1B plastic syn.Accelerated emulator

Towards 2nd generation SpiNNaker-2
152 Cortex M4F per chip36 GIPS/Watt per chipx10 with constant power

Towards 2nd generation BrainScaleS-2
On-chip plasticity processorsFlexible hybrid plasticityActive dendrites

Common software ecosystem, remote access, open user facilityCo-designed with (theoretical) neuroscienceDesigned and built from the transistor up !

Physical modeEMULATION
Many-core
Architecture
SIMULATION



Neuromorphic systems worldwide– state-of-the-art and complementarity

Many-core (ARM) architectureOptimized spikecommunication networkProgrammable local learningx0.01 real-time to x10 real-time

Full-custom-digital neural circuitsNo local learning (TrueNorth)Programmable local learning (Loihi)Exploit economy of scalex0.01 real-time to x100 real-time

Analog neural coresDigital spike communicationBiological local learningProgrammable local learningx10.000 to x1000 real-time

TrueNorth

Biological realism

Loihi

Ease of use
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BrainScaleS1
Concept, feature definition, design,prototyping
FACETS, BrainScaleS, Brain-i-Nets

Scaling-up, commissioning,HBP, platform integration
HBP JointPlatformintegration

Closedown

BrainScaleS2
Concept, feature definition,design, prototyping, earlyplatform integration

HBP JointPlatformintegration(smallsystems)

Operation(smallsystems)

SpiNNaker1
Concept, feature definition, design,prototyping
EPSRC, BrainScaleS

Scaling-up, commissioning,HBP, platform integration HBP Joint Platformintegration, operation

SpiNNaker2
Concept, feature definition,design, prototyping, earlyplatform integration

Scaling-up,SpiNNcloud SpiNNcloudoperation
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20 year NMC roadmap 2005-2025 (from pre- to post-HBP)Transition to 2nd generation systems happens now

Pre-HPB HPB Post-HBP 5



SpiNNakermachines
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SpiNNaker chip(18 ARM cores)

SpiNNaker board(864 ARM cores)

SpiNNaker racks(1M ARM cores)

• HBP platform– 1M cores– 11 cabinets (including server)• Launch 30 March 2016– then 500k cores– 116 remote users– 6,530 SpiNNaker jobs run



Simulation

ComputationalNeuroscience

TheoreticalNeuroscienceNeurorobotics

SpiNNakerapplications
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Cortical microcircuit
• Realtime execution of cortical model• 1mm2 cortex

• 77k neurons
• 285M synapses
• 0.1 ms time-step

• Best previous versions of this model
• HPC: 3x slow-down
• GPU: 2x slow-down
• Will scale to 100mm2 without slow-down

• on current machine, simply by using more boards
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Feed-forwardinput

FeedbackinputFeed-forwardoutput

Feedbackoutput

Oliver Rhodes, Luca Peres, Andrew G. Rowley, Andrew Gait, Luis A. Plana, Christian Brenninkmeijer & Steve.B.Furber, “Real-time cortical simulation on neuromorphic hardware”, Phil Trans Roy Soc A, December 2019.



BrainScaleS: neuromorphic computing withphysical model systems
Consider a simplephysical model for theneuron’s cellmembrane potentialV: Cm

R = 1/gleak
Eleak

V(t)

 accelerated neuron model
continuous time• fixed acceleration factor (we use 103 to 105)no multiplexing of components storing modelvariables• each neuron has its membrane capacitor• each synapse has a physical realization



Wafer-Scale integration:BrainScaleS-1

114.000dynamicsynapses

512 neurons(up to 14k inputs)
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SpiNNaker-2
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• 152 ARM-basedprocessing elements• 4 GByte DRAM• 7 energy-efficientchip-to-chip links



SpiNNaker-2 in Dresden: SpiNNcloud

Robotics

Use Model (Dresden): Edge Cloud for Tactile Internet

IoT
Biomedical

Automotive AI
Tactile Internet

• Virtual Prototypes• Application development• Edge Cloud

Cloud Service

Engineering User

SpiNNaker2

SPAUNfunctionalbrain model
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BrainScaleS-2: analog neuromorphic system as co-processor

memorycontroller
high-bw link

NOC high-bandwidth link:vector unit NM core• weights• correlation data• routing topology• event (spikes) IO• configuration

processor
vector unit

analog core
high-bw link

cacheNOC
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special function tile:• memory controller• SERDES IO• purely digital function unit

Network-on-chip:• prioritize event data• unused bw for CPU• common address spacefor neurons and CPUs
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adr

BrainScaleS-2: implementing hybrid plasticity
• analog correlation measurement in synapses• A/D conversion by parallel ADC• digital Plasticity Processing Units→ full access to synaptic weights (𝜔)→ full access to configuration data (adr)

analogphysical model digitalnumerical model

plasticity takesplace at thesynapse

processor
vector unit

analog core

high-bwlink

cacheNOC



Im Neuenheimer Feld 227D-69120 HeidelbergGermany
Workshop: March 17-20th2020Tutorials: March 20th 2020

Neuro-InspiredComputationalElementsWorkshop

NICE 2020
March 17 - 20th2020

Heidelberg - Germany

Kirchhoff Institute for Physics
Picture: fotolia.com / Sergey Borisov
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