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BIDS extension proposal 
computational models



Brain Imaging Data Structure





Reasons for data standards

• Neuroimaging experiments produce 
complicated data in many modalities and 
formats
• Lack of standards leads to errors and 

wasted time
• Reproducibility: exact description of 

inputs, applied transformations and 
outputs needed
• Robustness: A good structure makes it 

easier to detect errors
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Scholarship & 
reproducibility

“An article about computational science...is not the scholarship 
itself, it is merely advertising of the scholarship. The actual 
scholarship is the complete software development environment 
and the complete set of instructions which generated the 
figures.”

Buckheit and Donoho (1995)

• Containerization enables only repeatability 
• Reproducibility requires clear specification of the model such 

that it can be replicated in a different environment and 
compared with other implementations.

Poldrack,…,Ritter,… et al., 
2019, Comp  Brain Behav
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unorganized

BIDS
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BIDS in a nutshell



BIDS in a nutshell

Directory 
structure

Filename 
structure

JSON metadata 
sidecars

Standardized data 
formats



Multimodal example



File types in BIDS
Imaging files All imaging data MUST be 

stored using the NIFTI file 
format.

Header + image cube

Tabular files Tabular data MUST be saved 
as tab delimited values (.tsv) 
files
Tabular files MAY be 
optionally accompanied by a 
simple data dictionary in a 
JSON format

Key/value 
files 
(dictionaries) 

JavaScript Object Notation 
(JSON) files MUST be used for 
storing key/value pairs.



BIDS comp. model extension Princeton meeting

Two broad classes of extensions would be needed:

• Input and output data for various classes of models
• Model-specific language
• Enormous potential advantages
• ”automatic” implementation of the same model in different 

environments
• Easier inspection and comparison with other models due to common 

syntax
• Barriers
• Balancing expressivity against simplicity: can a compact specification 

capture the full breadth of computational models?





sub-<participant_label>/[ses-<session_label>/]
anat/

sub-<participant_label>[_ses-
<session_label>][_acq-<label>][_rec-
<label>][_fa-<index>][_inv-<index>][_echo-
<index>][_part-<phase|mag>][_run-
<index>]_<sequence_label>.nii[.gz]

That’s a very long filename!

That’s a very long list of diffusion 
models!

What’s the cutoff?



Desired features

• avoiding over-specialization to not end up with hundreds 
of file types, key-value pairs and “sub-standards”
• general applicability: not only for TVB

• ”Built-in” support for
• reproducibility 

• explicit specification of the mathematical equations, the (physical) 
concepts, the particular software and implementations used for 
producing the result, including function definitions, algorithms, 
parameters and variable settings

• version control
• provenance tracking 



• Simple and generic data types and formats: Tuning key-value 
pairs / metadata towards specific software products or 
frameworks is in contrast to the idea of having a generic 
standard.
• It’s better if new software adapts to existing standards instead of 

creating new standards
• The standard shouldn’t need to be actively modified everytime a new 

piece is added to the scientific framework
• Short filenames: computational models have many parameters. 

When files are distinguished based on long lists of 
characteristics, the defining characteristic will be buried in a 
swarm of key-value pairs, which makes visual parsing hard.
• Domain-independent language (LEMS/NeuroML) for expressing 

mathematical models of (physical) systems enables automatic 
high-performance code generation (exists in TVB)
• Make the data model (BIDS) agnostic of the metadata model 

(e.g. openMINDS), there is likely no “one-size-fits-all” solution

Principles



Suggested data types
Simple entities support many different use cases:
• spatial & temporal coordinate systems
• network graphs
• data vectors and matrices

• time series
• spatial objects

• mathematical equations and their physical interpretation
• computer code.



Suggested data types
Simple entities support many different use cases:
• spatial & temporal coordinate systems
• network graphs
• data vectors and matrices

• time series
• spatial objects

• mathematical equations and their physical interpretation
• computer code.

TSV and JSON files

XML (LEMS/NeuroML)
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Time series (ts/)



Spatial data (spatial/)
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NeuroML/LEMS for specifying equations

• TVB-HPC (part of main TVB) 
automatically produces high-
performance codes for CPUs 
(Numba) and GPUs (CUDA)
• based on 'LEMS' a domain-

independent language for the 
declarative description of 
hierarchical mathematical models 
of physical entities in XML 
• pyLEMS

• simulator to run NeuroML2 models.

• libNeuroML API
• Importer/Exporter: NeuroML Python 

object model



Model parameters (param/)



Computer code (code/)
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Summary

• BIDS-like data model for
computational model simulation
results

• Based on simple and generic data
types and exhaustive metadata
annotation for reproducibility





Vision

• Future BIDS validator updates data set with proper ids and 
updates registry every time a change is applied
• helps data sharing, provenance and accountability tracking

• every single file assumes an “identity” that is invariably associated with 
its metadata 

• rigorously associate data sets with desired metadata features
• e.g. legal basis for sharing (and other agreements), “ownerships” and other roles 

with regard to data protection laws

• possible basis for a global indexing system to track the 
evolution of data sets with provable authenticity
• world-wide tracking of the evolution of annotated, verified and 

internally consistent data sets



• Instead of long lists of key-value pairs: short and concise 
filenames with an intuitive label
• unique IDs to distinguish files, and metadata in the sidecar 

JSON
• id could be a hash of the JSON sidecar and thereby also 

serve to increase confidence about data integrity, 
authenticity and validity (a checksum)
• cross-checking: data file name contains checksum of 

sidecar JSON and sidecar JSON contains checksum of data 
file content
• Future BIDS validator would be enabled to cross-validate 

integrity of metadata and data

Principles



Principles

• Unique identifiability and filename-content binding can 
be used to enforce rigorous provenance tracking
• Data transformation registry: every transformation

involves updating checksums/ids that can be tracked in a 
registry
• rigorous structural validity is enforced

• inconsistencies cannot go unnoticed
• „enforces“ clean and reproducible workflows

• not necessary if every step is tracked (DataLad), but 
there are advantages if this is already inbuilt into the
data format



Vision
• Future BIDS validator updates data set with proper ids and updates registry every 

time a change is applied
• May solve problems regarding worldwide data sharing, provenance and 

accountability tracking
• May be used to rigorously associate data sets with their legal basis for sharing (and 

other agreements), “ownerships” and other roles with regard to data protection laws
• Every single file assumes an “identity” that is invariably associated with its legal and 

other features
• Possible basis for global authoritative indexing system to track the evolution of 

neuroscience results with provable authenticity: world-wide recording of the 
evolution of annotated, verified and internally consistent data sets
• Could be further combined with encryption to have an all-in-one solution for data 

standardization, provenance tracking, data security and lawful data exchange.


