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Neuromorphic Principles:

• The Brain removes redundancy and non-
relevant information at every step: Sparsity

• Computation and communication in the 
brain scale with activity, they are energy-
proportional

Neuromorphic Processing: The Abstract View

• The brain constantly adapts and predicts, thus it‘s very robust 
and efficient

• The brain is highly parallel&asynchronous, i.e. no Amdahl limit

• Various higher-level concepts to be taken from biology: 

• Attention/Gating layer/Region of interest ->sparsity at network level

• Internal physics/reasonableness model

• Decision confidence

• Online, low-resource learning
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Human Brain Project: SpiNNaker 1

SpiNNaker1:

• ~40 systems in use around the world

• Popular robotics compute system

• Inbuilt millisecond time scale: Inherently 
stays real-time compared to regular AI or 
supercomputing machines

SpiNNaker2:

• Enhance capacity for brain size network 
simulation in real time at >10x better 
efficiency

• Keep programmability: flexible neurons, 
complex plasticity (e.g. three factor), 
graded events, etc

• Add various accelerators for deep and 
spiking neural networks and sparse 
information processing

• Merge brain inspiration and deep 
neural networks at all levels: 
processors, network, algorithms
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Dynamic Power 
Management 
• DVFS and PSO

Neuromorphic 
accelerators
• Exp/log 
• Random numbers 

(PRNG, TRNG from 
ADPLL noise)

Multiply-Accumulate 
accelerator
• MAC array with DMA

Network-on-Chip
• On- and off-chip memory 

access
• SpiNNaker packet (spike) 

handling
Adaptive Body 
Biasing 

Memory sharing 
• Synchronous access to 

neighbor PEs

SpiNNaker2
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Adaptive Body Biasing: ABX Platform by Racyics

ABB 

CTRL

ABB-enabled logic 

(0.4V … 0.8V)

ABB-enabled SRAM

dual-rail 0.4V..0.8V,0.8V

or single-rail 0.55V..0.8V

ULL Logic

(0.8V)

Analog

(0.8V)

Interfaces

(1.8V/ 

0.8V) ABB BBGEN

(VPW,VNW)

ABB  

monitors

Adaptive Body Bias domain

• Racyics ABX® body bias generator IP

• Racyics ABX® implementation methodology*

 Improved PPA

+ standard cells + SRAM

• Fully integrated ABB solution

Arm Cortex-M4 Testchip 

(MPW2213) with FBB [2]

[2] S. Höppner et al., "How to Achieve World-Leading 
Energy Efficiency using 22FDX with Adaptive Body Biasing 
on an Arm Cortex-M4 IoT SoC," ESSDERC 2019 - 49th 
European Solid-State Device Research Conference (ESSDERC)
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SpiNNaker2

Outperforming 
Commercial Systems on 
real-time AI

Hybrid design for deep neural 
networks, spiking neural 
networks and symbolic AI

Brain-inspired dynamic data 
sparsity, i.e. ultra-efficient 
highly-parallel operation of AI 
algorithms on streaming data

Physical: 107

processors, 
70.000 chips, 
16 racks.

Largest real-time brain 
simulation platform worldwide, 
3 PFLOPS CPU
0.4 ExaOPS in 
AI accelerator

Brain-like 
capabilities for real-

time autonomous 
systems

e.g. SPAUN 
robotic brain
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Combined DNN/SNN Processing Chain

Robust, dynamically 
sparse indicators

Trainable sparse extractors 
with event output

Feature combination 
and sparsification

Recurrent neural 
network

Training with
Sparsification
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Memory-reduced 
streaming processing

Accelerators (e.g. MAC-Array) used 
in sparse, event-based fashion
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Target, e.g. object 
tracking, prediction, 

etc

Δ-GRU

Simplified neurons 
for time encoding 
(e.g. LMU, ΔGRU)

SpiNNedge ASICs: 
Sparse Preprocessing and Neural Network Acceleration for 
Edge Applications (radar, video, audio, robotic, biomedical)

EVNN/EGRU: 
Event-based RNN&DNN for distributed/ 

large-scale sparse AI applications
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SpiNNaker2: Current State and Outlook
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Update 1: SpiNNaker2 Chip

• Full-Mask Tapeout done in Globalfoundries 22FDX: 

05/2021

• Construction for SpiNNaker2 housing started (water 

cooling, USV, floor strengthening, etc)

• 1st batch of ≈45k chips ordered for >5M core 

machine 

• Lab tests successful, Production test bring-up 

ongoing

• Rack-level machine operational: 01/2023

• Supply chain issues….

• >100 persons involved: TUD,                                         

Manchester, Racyics, GF, C&H,                                                  
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Update 2: SpiNNaker2 Results

PL1 (0.50V, 

150MHz)

PL2 (0.80V, 

300MHz)

Comment

CoreMark Score 

(iterations/secon

d)

40851 81711 152 PEs

CPU Gop/s 13.9 27.9 152 Pes, CoreMark Instruction Fetches

Energy efficiency

[uW/MHz]

16.3 24.0 CoreMark benchmark, measured on toplevel

with 152 PEs active, including toplevel and NoC

overhead

MatMul

performance

(TOP/s)

2.24 4.50 152 PEs with HW acceleration

Tops/W 2.1 1.6 Matrix multiplication with HW accelerator, 

measured on toplevel with 152 PEs active, 

including Arm core, toplevel and NoC overhead

Chip-to-Chip 6x 12Gbit/s, bi-directional

Plenty of early results: • Synaptic sampling as most complex plasticity rule ever on a neuromorphic chip
• DeepR and Eprop as competition to backprop
• Most efficient implementation of the Neural Engineering Framework 
• Automotive Radar processing, robotics and tactile algorithms ...
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• Hybrid SNN/DNN

• Light-weight Python interface for SNNs or hybrid networks on single chip

• Available: now, already in use by 3 external groups

• Serves a prototype for scalable Hybrid NN framework (combination of 
PyNN and TVM)

• SNN simulation using PyNN

• Will re-use large parts from SpiNNaker1 stack (pyNN.sPyNNaker)

• Current work: Adaption of low-level software

• Availability: 2023 for 48-node boards, earlier for single-chip system

• Lava integration -> BMBF project with Intel

Update 3: SpiNNaker2 Software

• DNN processing using Apache TVM 

• Use TVM compiler to map large DNNs on SpiNNaker2 systems

• Utilize machine learning accelerator for Conv2D, Dense and ReLU;
other layer types supported by code generation

• Can load DNNs trained in any common framework (TensorFlow, Pytorch, ...)

• Status: SW devolopment started, examples on single chip expected in next half year

PyNN
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• Outlook 1: SpiNNaker2 award

• 2*40.000€ award for one-year 
project showing off SpiNNaker2 
capabilities

• Low-level entry for early PhDs: 
Write a two-page outline, win 
award, have your own financing 
for a year

• Offered on yearly basis

• Further outreach:                

• Ebrains integration

• SpiNNaker2 workshops

• Telluride this summer

• etc

Outlook
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The platform for future 

Cognitive City applications

• Traffic Optimization

• Public Transport 
Management

• Autonomous Driving

• Smart Security

• Emergency Services

• Smart infrastructure

• Environmental 
control

Outlook 2: SpiNNcloud Systems GmbH
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Outlook 3: Highlights SpiNNaker2@TUD

— Deployment SpiNNcloud @ TUD with 8Mio€ EFRE/SMWK 

grant 

— Integrated into Federal German AI supercomputing center     

(Scads.AI)

— Heavily used by Infineon AI center (Dresden)

— Separate machines to be integrated into Lausitz, Leipzig                     

and Cottbus Supercomputing/Research Centers 

— International user network with >40 Partnern, e.g. from                      

the US: Johns Hopkins, UCI, Oculi Ltd, ABR Ltd)

— Usage: Massively parallel real time AI at high data rates:    

Autonomous Driving, Industry 4.0,...

— SpiNNaker2 and Loihi2 (Intel) are the two world-leading 

neuromorphic systems, representing DARPAs third wave of 

AI

— Further Use Cases: Ultra-Fast drug screening, medical                    

AI processing, Quantum computing emulation/Monte             

Carlo problems

— Roadmap planning: SpiNNaker3/SpiNNaker2pro
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SprinD (German DARPA)


